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Abstract—In this paper, we analyze the performance of rate
splitting multiple access (RSMA) technique for a multi-device
communication system applying integrated sensing and commu-
nication (ISAC) to alleviate the problem of overlapping spectrum
of radar signal and communication frequency bands. The system
includes a cooperative access point (AP) which serves as a sensing
node and a decode-and-forward (DF) relay to support the com-
munication between a mobile device (MD) and multiple Internet-
of-Things devices (IoDs). Assuming Nakagami fading channels,
we provide an extensive analytical framework to evaluate the dual
functionalities of the system considering various scenarios with
different assumptions on blocklength, channel state information
(CSI), and successive interference cancellation (SIC). In other
words, we consider both infinite and finite blocklength transmis-
sions under practical impairments including imperfect CSI and
SIC. We investigate the outage probability (OP), and ergodic
sum rate assuming infinite blocklength, while the block error
rate (BLER), and goodput are analyzed in the finite blocklength
regime. The closed-form and asymptotic expressions for the OP
and BLER are presented. In addition, to evaluate the sensing
performance, we derive the closed-form expressions of the false
alarm and detection probabilities. Through the simulation results,
we validate our analysis and delve into the impacts of various
system parameters including transmit power, Nakagami shaping
parameter, CSI error, SIC imperfection, the number of devices,
and sensing threshold. Further, we observe that the proposed
RSMA-based ISAC system provides higher ergodic sum rates
compared to non-orthogonal multiple access (NOMA) both in
the presence and absence of practical impairments.

Index Terms—Rate splitting multiple access (RSMA), inte-
grated sensing and communication (ISAC), cooperative com-
munication, non-orthogonal multiple access (NOMA), outage
probability (OP), Internet-of-Things (IoT).
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I. INTRODUCTION

THe massive number of devices wirelessly connected to
the Internet has made the Internet-of-Things (IoT) one

of the leading paradigms for connecting the real world [1].
However, the fast growth of IoT networks creates various
challenges, including spectrum congestion and throughput
limitation. It is crucial to address all these challenging issues
to ensure satisfactory quality of services. To eliminate spec-
trum congestion, sensing-communication coexistence (SCC)
[2] and integrated sensing and communication (ISAC) [3]
strategies are effective solutions. In SCC, both communication
and sensing devices are operated autonomously, causing the
typical problem of signal interference. In contrast to SCC,
communication and sensing devices in ISAC are operated in
a cooperative manner, which leads to an IoT paradigm shift
[4].

ISAC is a radio emission technique, which is able to
transmit data from the transmitter to the destination and also
extract information from discrete echoes. Consequently, the
combination of communication and sensing signals are tightly
integrated. Based on the level of integration, there are several
benefits such as improved hardware efficiency, spectrum effi-
ciency, energy efficiency, and low latency. In general, ISAC
can be realized through two different approaches - the integra-
tion of resources and the integration of various functionalities
[5]. Recently, the attention is more focused on the latter in
order to achieve high spectrum efficiency along with its cost-
effectiveness. Radio frequency-based ISAC is a prominent
technique to share spectrum and reuse hardware resources, and
is anticipated to play a significant role in the next-generation
wireless communication technologies [6]. Therefore, various
research studies in waveform design, network design, and
resource management have already been conducted following
this approach. A recent study on energy-efficient adaptive
channel sharing scheme in [7] shows the improvement of
utilization efficiency of the spectrum resources using ISAC.
Further, the benefit of ISAC-based systems to maximize the
covert throughput is highlighted in [8].

The ISAC systems should be designed to guarantee end-to-
end reliability while providing high enough data rate. For this
reason, the elemental design issues of ISAC are studied in [15].
Further, the proposed ISAC-based network architecture in [16]
can reduce the latency of sharing information among vehicles
and enhance data rate while maintaining autonomous driving
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TABLE I: A summary of a selected related work that considers ISAC.

Ref. NOMA/RSMA Perfect/Imperfect SIC, CSI Hops Type of fading Metric

[9] NOMA PSIC, PCSI 1 Rayleigh Secrecy rate, beam pattern
[10] RSMA PSIC, PCSI 1 - Weighted sum rate, beam pattern value
[11] NOMA PSIC, PCSI 2 Rayleigh Outage probability, ergodic capacity, probability of detection
[12] NOMA PSIC, PCSI 1 Rayleigh Sensing efficiency, beam pattern, throughput
[13] RSMA PSIC, PCSI 1 Rayleigh Root mean square error
[14] NOMA PSIC, PCSI 1 Nakagami Outage probability, ergodic radar estimation information rate

Our work RSMA PSIC, ISIC, PCSI, ICSI 2 Nakagami Outage probability, ergodic rate, block error rate,
goodput, probability of false alarm, probability of detection

safety. However, it is difficult to support large information
transmission at high data rate with limited spectrum allocation.
For this reason, non-orthogonal transmission is employed in
previous studies on ISAC. Accordingly, delay, throughput,
and energy efficiency are improved using non-orthogonal
multiple access (NOMA) compared to orthogonal multiple
access (OMA). NOMA-based ISAC systems introduce non-
orthogonality to the communication devices as well as non-
orthogonality to the operation of communication and sensing
[17]. The sensing performance in terms of sensing rate and
the communication performance in terms of outage probability
and communication rate are studied for NOMA-ISAC-based
system in [18]. In addition, it can also provide better com-
patibility and more flexibility along with the ability to better
utilize resources. However, its system performance is limited
due to unwanted inter-communication-user-interference [9]
and inter-functionality-interference [19]. Successive interfer-
ence cancellation (SIC)-based approach is useful to tackle
these concerns [20]. For instance, SIC is used in [21] to
reduce the interference from dedicated sensing signals to the
receivers which are connected to a base station. The objective
of the work is to jointly optimize transmitted signals from
the base station for communication and sensing to satisfy
the desired beam pattern for sensing. An iterative channel
estimation approach is applied for ISAC in [22] to achieve
higher spectrum efficiency at lower bit error rates.

Cooperative communication techniques can also be ex-
ploited in ISAC to improve coverage and robustness through
diversity gain in fading channels. In [23], the authors an-
alyze the bit error rate performance for a downlink (DL)
intelligent reflecting surface-assisted NOMA network where
the intelligent reflecting surface acts as a relay node. In
[24], NOMA with imperfect SIC (ISIC) is considered to
analyze the outage probability (OP), ergodic capacity, energy
efficiency performances of cooperative networks over α-µ
fading channel. Based on the distance, a near user of DL
NOMA-based network acts as a relay in [25] to support the
communication between a base station and far user and the
authors also solve a power allocation problem to minimize
the OP. However, NOMA communication systems require
complex receiver design while there is no generalized natural
order for the channels of different users under NOMA-based
system. In addition to that, the issue of the requirement of a
large number of SIC operations is also involved with NOMA-
based system.

To combat these issues, rate splitting multiple access
(RSMA) is introduced in [26]. In RSMA, user information
is split into two different parts: one for common information
and the other for multiple private information. The common
information is combined in a common signal and transmitted
along with a private signal that includes separate information
for each user. This is the major difference between RSMA
and NOMA. In case of this multiple access technique, single-
layer rate splitting does not require any user ordering, dynamic
switching, or grouping at the transmit scheduler [27], as
in NOMA, and single-layer of SIC at RSMA receivers can
perform better compared to NOMA-based system. Hence,
the superiority of RSMA over NOMA is well established in
existing research for different network architectures [28]–[32].
Based on the utilization of the common stream of RSMA,
it is established in [10] that there is no performance loss in
the absence of radar signal. RSMA technique is also used for
ISAC in [33] for dual-functional radar-communication satellite
beamforming scheme to enable better communication-sensing
trade-off and to achieve better target estimation performance.
The effectiveness in simultaneously managing interference
and achieving better trade-off between communications and
sensing performance in low earth orbit-ISAC systems, RSMA
is shown as an efficient technique in [34]. In Table I, a sum-
mary of the state-of-the-art NOMA and RSMA-based ISAC
techniques are presented, which also clarify the distinctions of
this work from the prior studies. As shown in the table, our
work provides a more comprehensive performance analysis
with various metrics under more general system assumptions.

Along with all the above discussions of the existing work,
it should be noted that a half-duplex network needs two
separate time intervals for two-way communications while a
full-duplex network needs a single interval to do the same.
However, the loop self interference (LSI) is an important
problem in full-duplex networks, which is typically tackled by
using natural isolation, time-domain elimination, and spatial
suppression techniques [35]. Furthermore, the probability of
detection and the probability of false alarm are also important
performance metrics in ISAC to evaluate its ability to detect
the target correctly [36], [37]. In [36], the authors assume
that the amplitude estimation attains the Cramer-Rao lower
bound, while in [37], the collocated and separated network
architectures for both communication receiver and sensing
target are considered in the case of a monostatic ISAC system.
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A. Motivation and Contribution

It can be seen from the aforementioned discussion that
ISAC-based cooperative communication can provide more
resource utilization along with longer region of coverage area
and better quality-of-service. In addition, it is also found
that the joint framework of RSMA-based ISAC system along
with multi-device communications can be a key ingredient
for the next-generation wireless networks. Different from
[11], RSMA-based ISAC system is adopted in this paper to
upgrade the communication performance together with more
effective utilization of various resources. Furthermore, unlike
[11], this work presents cooperative communication between a
mobile device and multiple IoT devices (IoDs) via an access
point (AP) over more generalized Nakagami fading channel
considering more practical impairments such as ISIC and
imperfect channel state information (ICSI). In case of [11],
authors analyze system performances for finite block length,
while in our work, we analyze the performances of the system
for both infinite and finite blocklength scenarios to consider
ultra-reliable and low-latency communication (URLLC) with
short packets. An extensive analytical framework is provided
for the study of the reliability, rate, error, and target detection
performances of the proposed architecture. The main contri-
butions of this work are listed as follows.

• We provide an extensive performance analysis on the pro-
posed RSMA-based ISAC system using various metrics
under ISIC and ICSI.

• In the infinite blocklength regime, we analyze the OP,
ergodic sum rate and present their closed-form expression
for N IoDs associated downlink system. We also derive
the asymptotic expressions of the OP at high signal-to-
noise ratio (SNR) in both Nakagami and Rayleigh fading
environments.

• For finite blocklength, we derive the block error rate
(BLER), and goodput expressions. Further, because the
exact expressions of the BLER is complex to compute,
we adopt a linear approximation method for Q-function
and use numerical integration to derive the closed-form
expression of BLER.

• From the sensing perspective, we derive the expressions
of the probability of detection and the probability of
false alarm, which provides their exact trade-off for given
sensing threshold limit and transmit power.

• The accuracy of analytical results is verified through
the Monte-Carlo simulation. The numerical results are
shown to highlight the impacts of the transmit power,
ISIC and ICSI, Nakagami shaping parameter. In addition,
the proposed RSMA-based ISAC system is more robust
to ISIC and ICSI compared to NOMA.

Notation of various mathematical symbols used in the paper
are listed with their meaning in Table II. The remaining
portion of the paper is organized as follows. The system
architecture of a downlink RSMA system is given in Section
II. In Section III, we analyze the performance analyses for both
infinite blocklength and finite blocklength and the asymptotic
expressions are also given in Section III. The analysis of the
probabilities of detection and false alarm is provided in Section

TABLE II: Notation and definitions

Notation Definitions
fu(.) Cumulative distribution function
Fu(.) Probability density function
ap, bc, Power allocation factors for common

message
ai, bi, Power allocation factors for private mes-

sage
ΥRC , ΥR,ci SINRs for common message
ΥRP , ΥR,pi SINRs for private message
Υth

C , Υth
P Threshold SNR of common and private

message
Pout Outage probability
P(.) Probability of an event
Γ(., .), γ(., .) Upper, lower complete gamma function
Γ(.) Gamma function
DU (.) Parabolic cylinder function
Ru, ϵu Instantaneous rate, achievable ergodic

rate
min(., .) Minimum of two parameters
Q(.), Q(., .) Q-function and Marcum Q-function
E(.), Hu Expectation operator, Hypothesis
⊔r , Λ Instantaneous coding rate, channel dis-

persion
Rct, Rpt Target rate of common, private messages
φu, Gu BLER, goodput

Fig. 1: Illustrative diagram of the system model using N IoDs and
one target.

IV. Simulation results are presented in Section V and finally
the paper is concluded in Section VI.

II. SYSTEM MODEL

We consider a cooperative full-duplex DL ISAC network
with a MD and N number of IoDs (IoD1, IoD2,...,IoDN ), as
shown in Fig. 1. Further, Fig. 2 illustrates the timing diagram
of the transmit and receive signals. The channels between the
MD and IoDs are assumed to be very poor. Therefore, the
MD takes help from a cooperative AP with the full-duplex
capability to send its data successfully to IoDs. However,
a target is present within the transmission zone of the AP
and it is necessary for the AP to detect the signal from the
target. The MD uses RSMA to transmit information via the
AP towards IoDs located at different distances from the MD
and the AP. Both the MD and the AP apply single-layer rate-
splitting to avoid the user ordering at the transmitting end [38],
[39]. The full-duplex decode-and-forward relaying ability is
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Fig. 2: Timing diagram of the transmit and receive signals.

considered at the AP to enhance the system performance in
terms of communication. We assume that the MD and IoDs are
equipped with a single antenna due to their space and power
limitations.

The link coefficients between various channels MD → AP,
AP → target ∼ target → AP and AP → IoDi are denoted by
hSR, hRT ∼ hTR and hRi, respectively. The link distances
between various channels MD-AP, AP-target and AP-IoDi are
denoted by dSR, dTR and dRi, respectively. It is assumed that
all the channels follow Nakagami distribution to reflect general
channel environments including Rayleigh fading. We also
consider the effects of both imperfect SIC and ICSI for more
realistic performance evaluation under practical impairments.

The transmitted signal from the MD during time t can be
expressed as

Xs(t) =
√
PMD

(√
apsp(t) +

N∑
i=1

√
aisi(t)

)
, (1)

where PMD is the transmission power of the MD. Also, ap is
the power allocation factor for the transmission of the common
message indicated by sp(t), whilst ai is the power allocation
factor for the transmission of the private message indicated by
si(t). We note that ap +

∑N
i=1ai = 1.

The AP transmits a separate signal Xr(t) to the target in
order to detect the target, which is expressed as

Xr(t) =
√
PSenxR(t− τR), (2)

where τR indicates the duration of sensing signal and PSen is
the transmitted power of the AP. Further, xR is the transmitted
symbol of AP. The AP can receive five signals: i) transmitted
signal of the MD, ii) target echo reflected by the target,
iii) communication LSI (CLSI) while transmitting the com-
munication signal, iv) sensing LSI (SLSI) while transmitting
sensing signal, v) additive white Gaussian noise (AWGN).
Therefore, the received signal at the AP during any interval t
can be expressed as

yR(t) =
(ĥSR + eSR)Xs(t)√

(dSR)ν︸ ︷︷ ︸
BS signal

+nR(t)︸ ︷︷ ︸
AWGN

+
(ĥRR + eRR)

√
λPSenxR(t− τl − τs)√
(dTR)ν︸ ︷︷ ︸

Reflected signal from target

+
(ĥLI + eLI)

√
ηPSen

( CLSI︷ ︸︸ ︷
xCLI(t− τl)+

SLSI︷ ︸︸ ︷
xSLI(t− τl)

)
√
(dLi)ν

,

(3)

where hSR = ĥSR+eSR, hRR = ĥRR+eRR, hLi = ĥLi+eLI .
Here, ĥSR, ĥRR, ĥLi indicate the estimated channel gains,
whereas eSR, eRR, eLI are the channel estimation errors
eSR, eRR, eLI ∼ CN (0, σ2

R). Also, λ ∈ [0, 1] indicates the
target reflection factor and η ∈ [0, 1] represents the LSI
cancellation capability. Further, τl and τs are the time delays
of the LSI and the target echo, respectively as shown in Fig.
2. hRR is the cascaded channel of hRT and hTR to capture
their composite effects. xCLI and xSLI are the CLSI and the
SLSI at the AP by transmitting the communication and sensing
signal, respectively, while ν indicates the path loss coefficient.
As shown in Fig. 2, the received target signal interval τl + τs
is greater than transmitted signal interval τR.

The probability density functions (PDF) and cumulative
distribution functions (CDFs) of the squared envelope of the
channels hSR, hLI , hTR, and hRi for i ∈ {1, 2, ..., N} are
respectively expressed as

f|hϖ|2(δ) =
nnδn−1

Γ(n)
exp (−nδ) , (4)

F|hϖ|2(δ) =
1

Γ(n)
γ(n, nδ), (5)

where δ ≥ 0, ϖ ∈ {SR,LI, TR,Ri}, and n is the shaping
parameter. It is noted the PDF of CDF of the squared envelope
|hϖ|2 in (4) and (5) correspond to the gamma PDF and
CDF, respectively, whereas the envelope of the channels (i.e.,
|hϖ|) follows the Nakagami distribution, as in [40, eq.(2.52)].
Further, the Nakagami distribution, which corresponds to the
channel envelope |hϖ|, becomes equivalent to the Rayleigh
distribution, when n = 1.

Over the cooperative link, the AP acts as a decode-and-
forward (DF) relay and it decodes the common and private
message of IoDi and treats the target echo, CLSI, and SLSI
as interferences present with the communication signal. After
proper detection of communicating signals transmitted from
MD, AP forwards to IoDs [11]. Thus, the received signal at
IoDi from the AP is expressed as (6), which is shown at the top
of the next page. where hRi = ĥRi + eRi with ĥRi indicating
the estimated channel gains. Also, eRi represents channel
estimation error following a complex Gaussian distribution
with zero-mean and variance of σ2

D. Further, bc and bi are the
power allocation factors of the common and private messages,
respectively, where bc+

∑N
i=1 bi = 1. τC is decoding duration.

For brevity, the function of variable t is not used in the
subsequent portion of the paper.

Therefore, the received signal-to-interference plus noise
ratio (SINR) of the common message of IoDi at the AP
can be expressed as (7) at the top of the next page [41],
where ρavg = PMD

σ2 and ρR = PSen
σ2 . After decoding of the

common message, it applies SIC to eliminate the common
message of IoDi from the received signal. To simplify the
mathematical expressions, we define symbols as A1 =

apρavg

dν
SR

,
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yRDi(t) =
(ĥRi + eRi)

√
PSen

(√
bcsp(t− τC) +

√
bisi(t− τC)

)
√
(dRi)ν

+

N∑
j=1,i̸=j

(ĥRi + eRi)
√
bjPSensj(t− τC)√
(dRi)ν

+ ni(t), (6)

ΥRC =

apρavg|ĥSR|2
dν
SR

1 +
ρavg|ĥSR|2(1−ap)

dν
SR

+
σ2
Rρavg

dν
SR

+ 2ηρR|ĥLI |2
dν
Li

+
2ησ2

RρR

dν
Li

+ λρR|ĥRR|2
dν
TR

+
λσ2

RρR

dν
TR

=
A1|ĥSR|2

1 +A2|ĥSR|2 +A3 +B1|ĥLI |2 +B2 + C1|ĥRR|2 + C2

, (7)

A2 =
ρavg(1−ap)

dν
SR

, A3 =
σ2
Rρavg

dν
SR

, B1 = 2ηρR

dν
Li

, B2 =
2ησ2

RρR

dν
Li

,

C1 = λρR

dν
TR

, and C2 =
λσ2

RρR

dν
TR

. Due to the interferences from

both CLSI and SLSI, 2 is multiplied with ηρR

dν
Li

and ησ2
RρR

dν
Li

in B1 and B2. Therefore, the received SINR of the private
message of IoDi at the AP can be expressed as (8) on the
next page, where A4 =

ρavg

dν
SR

∑N
j=1,i̸=jaj , A5 = ΘiA1, and

A6 =
aiρavg

dν
SR

. Further, Θi is the SIC imperfection factor at the
AP, where Θi = 0 corresponds to the perfect SIC.

The SINR for the decoding of common message sp at IoDi

from the AP can be written as

ΥR,ci =

bcρR|ĥRi|2
dν
Ri

1 + ρR|ĥRi|2(1−bc)
dν
Ri

+
σ2
DρR

dν
Ri

=
B3|ĥRi|2

1 +B4|ĥRi|2 + C3

,

(9)
where B3 = bcρR

dν
Ri

, B4 = ρR(1−bc)
dν
Ri

, C3 =
σ2
DρR

dν
Ri

, and σ2 is the
noise variance at IoDi.

After decoding the common message, each of the devices
applies SIC to eliminate the common message from the
received signal and subsequently decodes its private message.
Therefore, the SINR for decoding of the private message at
IoDi can be written as

ΥR,pi
=

biρR|ĥRi|2
dν
Ri

1 + ρR|ĥRi|2
dν
Ri

N∑
j=1,i̸=j

bj +
σ2
DρR

dν
Ri

+ ΦibcρR|ĥRi|2
dν
Ri

=
D3|ĥRi|2

1 +B6|ĥRi|2 + C3 + C4|ĥRi|2
, (10)

where B6 = ρR

dν
Ri

∑N
j=1,i̸=jbj , C4 = ΦibcρR

dν
Ri

, and D3 = biρR

dν
Ri

.
In addition, Φi indicates the SIC imperfection factor at IoDi,
where Φi = 0 is equivalent to perfect SIC (PSIC).

III. PERFORMANCE ANALYSIS

In this section, we treat the performance analysis with
infinite blocklength and finite blocklength in separate sub-
sections. For the infinite blocklength case, in the first sub-
section, we derive the outage probability (OP), ergodic sum
rate, and asymptotic behavior of OP in the high SNR regime.
Then, in the second sub-section, assuming finite blocklength,
we analyze the block error rate (BLER), and goodput.

A. Infinite Blocklength Analysis

1) Outage Probability: We analyze the reliability of the
proposed network in terms of OP, which is subject to the
average SINR of the various links. The OP of IoDi can be
defined as [41]

Pout,i = 1− P
(
ΥRC ≥ Υth

C ,ΥRP ≥ Υth
P

)︸ ︷︷ ︸
successful decoding of common and private message at AP

× P
(
ΥR,ci ≥ Υth

C ,ΥR,pi
≥ Υth

P

)︸ ︷︷ ︸
successful decoding of common and private message at IoDi

= 1−
(
P(ΥRC≥Υth

C )× P(ΥRP ≥ Υth
P )

× P(ΥR,ci ≥ Υth
C )× P(ΥR,pi

≥ Υth
P )
)
, (11)

where P(X) indicates the probability of event X , while Υth
C

and Υth
P are the SNR thresholds of the common and private

messages, respectively. For simplicity, suppose |ĥSR|2 = x,
|ĥRi|2 = y, |ĥLI |2 = z, and |ĥRR|2 = v. Then, based on [11,
Eq. 67] and [42, Eq. 3.381.4, 3.462.1, 8.352.2], P(ΥRC ≥
Υth

C ) in (11) can be written as

P(ΥRC ≥ Υth
C ) = P

(
(A1 −A2Υ

th
C )x

≥ Υth
C (u1 +B1z + C1v)

)
= P

(
x ≥ u1+B1z+C1v

k1

)
=

2
∑n−1

pa=0

∑pa
r=0

∑pa−r
tk=0 (

pa
r )(

pa−r
tk

)

pa!(Γn)2
(
n+

nB1
k1

)n+r
kpa
1

(n+ r − 1)!Br
1u

pa−r−tk
1 Ctk

1 exp

(
nk1
8C1

− nu1

k1

)
n2n+pa

Γ(n+ 2tk + 1)

(
2
nC1

k1

)−n+2tk+1

2

D−n−2tk−1

(√
nk1
2C1

)
,

(12)

where u1 = 1+A3+B2+C2 and k1 =
(A1−A2Υ

th
C )

Υth
C

, and Dp(.)

is parabolic cylider function. Similarly, P(ΥRP ≥ Υth
P ) can
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ΥRP =

aiρavg|ĥSR|2
dν
SR

1 +
ρavg|ĥSR|2

dν
SR

N∑
j=1,i̸=j

aj +
σ2
Rρavg

dν
SR

+
Θiapρavg|ĥSR|2

dν
SR

+ 2ηρR|ĥLI |2
dν
Li

+
2ησ2

RρR

dν
Li

+ λρR|ĥRR|2
dν
TR

+
λσ2

RρR

dν
TR

=
A6|ĥSR|2

1 +A4|ĥSR|2 +A3 +A5|ĥSR|2 +B1|ĥLI |2 +B2 + C1|ĥRR|2 + C2

, (8)

be written as

P(ΥRP ≥ Υth
P ) = P

(
x ≥ Υth

P (u1 +B1z + C1v)

(A6 −A4Υth
P −A5Υth

P )

)
= P

(
x ≥ u1+B1z+C1v

k2

)
=

2
∑n−1

pa=0

∑pa
r=0

∑pa−r
tk=0 (

pa
r )(

pa−r
tk

)

pa!(Γn)2
(
n+

nB1
k2

)n+r
kpa
2

(n+ r − 1)!Br
1u

pa−r−tk
1 Ctk

1 exp

(
nk2
8C1

− nu1

k2

)
n2n+pa

Γ(n+ 2tk + 1)

(
2
nC1

k2

)−n+2tk+1

2

D−n−2tk−1

(√
nk2
2C1

)
,

(13)

where k2 =
(A6−A4Υ

th
P −A5Υ

th
P )

Υth
P

. Moreover, we can simplify
P(ΥR,ci ≥ Υth

C ) and P(ΥR,pi
≥ Υth

P ) as [42]

P(ΥR,ci ≥ Υth
C ) =

Γ(n, nζ3)

Γ(n)
, (14)

P(ΥR,pi ≥ Υth
P ) =

Γ(n, nζ4)

Γ(n)
, (15)

where ζ3 =
(1+C3)Υ

th
C

B3−B4Υth
C

and ζ4 =
(1+C3)Υ

th
P

D3−B6Υth
P −C4Υth

P

. If
replacing (12)−(15) into (11), the exact OP at IoDi can be
obtained in a closed form as (16) at the top of the next page.

Remark 1: It is observed that the exact OP in (16) depends
on the successful decoding of both common and private mes-
sages at both AP and IoDi. Further, it must satisfy Υth

C < bc
1−bc

and Υth
P < bi∑N

j=1,i ̸=j bj+Φibc
. Otherwise, Pout,i boils down to

1. Also, we can observe that the overall outage performance
is degraded (i.e., increases) with higher CSI error at both AP
and IoDs, which is reflected in the term C3 in ζ3 and ζ4. In
addition, as the SIC imperfection factor Θi increases, the OP
increases. Finally, it is also observed that, all the cumulative
distribution functions of corresponding random variables are
directly dependent on specific values of Nakagami shaping
parameter, target reflection factor, loop self interference can-
cellation capability, common and private power allocation
factors etc and accordingly, system performances vary.

2) Asymptotic Outage Performance: To better understand
the outage behavior with various system parameters, the
closed-form expression in (16) is possible to simplify by
considering the outage behavior at high SNR. At high SNR,
exp(−ς) = 1− ς , Γ(Z, ϱ) ≈ Γ(Z)− ϱZ

Z , ϱ ≪ 1, Z > 0 [42],
and D−v− 1

2
(Y) ≈ (Y)−v− 1

2

(
1− Y2

4

)
[43]. As a result, (16)

can be approximated as (17) on the next page.

Lemma 1. Consideration of special case with Rayleigh fading
channels: Rayleigh fading channels corresponds to n = 1,

the outage expression in (16) can be approximated further as
follows [42, Eq. 3.322.2]

P∞
out,i|n=1 ≈

π(1− ζ3 − ζ4)
(
1− u1

k1
− u1

k2
+ k1+k2

4C1

)
C2

1

k1k2

(
1 + B1

k1
+ B1

k2
+ B1B2

k1k2

) . (18)

Remark 2: Based on (18), it is observed that the outage
performance is degraded with increasing LSI. In fact, the
performance is directly proportional to the complement of
success, which is an increasing function of the shaping pa-
rameter n. Therefore, the worst-case scenario can be observed
for n = 1, which corresponds to Rayleigh fading.

3) Ergodic Sum Rate Analysis: The instantaneous rate at
the AP for decoding common message is given by

RRC = log2(1 + ΥRC). (19)

Using (19), the achievable ergodic rate for link between the
MD and AP is computed as

εRC = E[RRC ], (20)

where E[·] denotes the statistical average. Further, the instan-
taneous rate at IoDi for decoding the common message is
expressed as

RR,ci = log2(1 + ΥR,ci). (21)

Accordingly, the achievable ergodic rate for the link between
the AP and IoDi is given by

εR,ci = E[RR,ci ]. (22)

Consequently, the overall ergodic sum rate for the common
message is written as [44, Eq. 11]

εCi =
(

min(εRC , εR,ci)
)
. (23)

As in the common message case, the instantaneous rate at
the AP for decoding the private message is

RRP = log2(1 + ΥRP ). (24)

From (24), the achievable ergodic rate for link between the
MD and AP is computed as

εRP = E[RRP ]. (25)

In the same manner, the instantaneous rate at IoDi for decod-
ing the private message is written as

RR,pi
= log2(1 + ΥR,pi

), (26)
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Pout,i = 1−

[(
2
∑n−1

pa=0

∑pa

r=0

∑pa−r
tk=0

(
pa

r

)(
pa−r
tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 C

−n+1
2

1 n
3
2n+pa−tk− 1

2Γ(n+ 2tk + 1)

pa!(Γn)2

)2

×D−n−2tk−1

(√
nk1
2C1

)
×D−n−2tk−1

(√
nk2
2C1

)
× (k1k2)

tk+
n+1
2 −pa

2tk+
n+1
2

×
exp

(
nk1

8C1
+ nk2

8C1
− nu1

k1
− nu1

k2

)
[(
n+ nB1

k1

)(
n+ nB1

k2

)]n+r

× Γ(n, nζ3)× Γ(n, nζ4)(
Γ(n)

)2
]
. (16)

P∞
out,i ≈ 1−

[(
2
∑n−1

pa=0

∑pa

r=0

∑pa−r
tk=0

(
pa

r

)(
pa−r
tk

)
C

−n+1
2

1

pa!(Γn)2

)2

×
(
Br

1(n+ r − 1)!n
3n−1

2 +pa−tkupa−r−tk
1 Γ(n+ 2tk + 1)

)2

×
(

n

2C1

√
k1k2

)−n−2tk−1[
1− n

8C1

(
k1 + k2

)]
×

(
1− nu1

k1
− nu1

k2
+ nk1

8C1
+ nk2

8C1

)
(k1k2)

tk+
n+1
2 −pa[(

n+ nB1

k1

)(
n+ nB1

k2

)]n+r

2tk+
n+1
2

×
(
Γ(n)− (nζ3)

n

n

)(
Γ(n)− (nζ4)

n

n

)(
Γ(n)

)2
]
. (17)

where the achievable ergodic rate for link between the AP and
IoDi is computed as

εR,pi
= E[RR,pi

]. (27)

Therefore, the overall ergodic sum rate for the private message
is expressed as

εPi =
(

min(εRP , εR,pi
)
)
. (28)

According to the principle of RSMA, the overall sum rate can
be expressed as

εs =
∑
i∈N

εi =
∑
i∈N

(εCi
+ εPi

) = εCs
+
∑
i∈N

εPi
, (29)

where εCs
indicates the sum achievable ergodic rate for the

common message of all users.
To derive the ergodic rate, we first obtain the CDF of ΥRC

as [42, Eq. 3.381.10, 8.354.1, 8.354.2, 8.356.3]

FΥRC
(Υ) = 1−P(ΥRC ≥ Υ) = 1−

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

pa!(Γn)2
∞∑

tj=0

(
pa
r

)(
pa − r

tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1 (−1)tj

nn+pa+tj−ma−rΓ(ma)

tj !

ma+n+r−pa∑
ti=0

(
ma+n+r−pa

ti

)
(−1)ti

n+r∑
pi=0

(
n+r
pi

)
(A1)pa−ma−pi(B1 −A2)pi

×
(A2

A1

)ti
Υti+pa−ma−pi exp

(
− nu1

g(Υ)

)
, (30)

where ma =
n+2tk+tj+1

2 and g(Υ) = (A1−A2Υ)
Υ . Thus, the

ergodic rate of the common message transfer from the MD to
AP can be computed as

εRC = E[RRC ] =
1

ln 2

∫ ∞

0

1− FΥRC
(Υ)

1 + Υ
dΥ. (31)

The exact expressions of εRC in (31) can be expressed as
(32) [42, Eq. 3.381.4] as shown at the top of the next page.
Similarly, the CDF of ΥRP and it can be expressed as

FΥRP
(Υ) = 1−P(ΥRP ≥ Υ) = 1−

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

pa!(Γn)2
∞∑

tj=0

(
pa
r

)(
pa − r

tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1 (−1)tj

nn+pa+tj−ma−rΓ(ma)
tj !

∑ma+n+r−pa
ti=0 (ma+n+r−pa

ti
)(−1)ti∑n+r

pi=0 (
n+r
pi
)(A6)pa−ma−pi (B1−Ak)pi

×
(Ak

A6

)ti
Υti+pa−ma−pi exp

(
− nu1

h(Υ)

)
, (33)

where h(Υ) = (A6−A4Υ−A5Υ)
Υ and Ak = A4 + A5. As a

result, the ergodic rate of the private message transfer from
the MD to AP can be computed as

εRP = E[RRP ] =
1

ln 2

∫ ∞

0

1− FΥRP
(Υ)

1 + Υ
dΥ. (34)

The exact mathematical expression of εRP in (34) can be
obtained as (35) shown at the top of the next page. The ergodic
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εRC =
1

ln 2

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

∑∞
tj=0

(
pa

r

)(
pa−r
tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1

pa!(Γn)2
× (−1)tjnn+pa+tj−ma−r

tj !
Γ(ma)

×
∑ma+n+r−pa

ti=0

(
ma+n+r−pa

ti

)
(−1)ti

∑∞
ts=0(−1)ts∑n+r

pi=0

(
n+r
pi

)
(B1 −A2)pi

× Ats+1
1 Ati−pk

2∑ti+pa−ma−pi+ts+2
pk=0

(
ti+pa−ma−pi+ts+2

pk

)
× Γ(ti + pa + 1−ma − pi + ts − pk)

(nu1)ti+pa+1−ma−pi+ts−pk
. (32)

εRP =
1

ln 2

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

∑∞
tj=0

(
pa

r

)(
pa−r
tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1

pa!(Γn)2
× (−1)tjnn+pa+tj−ma−r

tj !
Γ(ma)

×
∑ma+n+r−pa

ti=0

(
ma+n+r−pa

ti

)
(−1)ti

∑∞
ts=0(−1)ts∑n+r

pi=0

(
n+r
pi

)
(B1 −Ak)pi

×
Ats+1

6 Ati−pk

k∑ti+pa−ma−pi+ts+2
pk=0

(
ti+pa−ma−pi+ts+2

pk

)
× Γ(ti + pa + 1−ma − pi + ts − pk)

(nu1)ti+pa+1−ma−pi+ts−pk
. (35)

rate of common message transfer from the AP to IoDi can be
computed as [42, Eq. 3.381.4]

εR,ci = E[RR,ci ] =
1

ln 2

∫ ∞

0

Γ

(
n,n

(1+C3)Υ
B3−B4Υ

)
Γ(n)

1 + Υ
dΥ

=
1

ln 2

∞∑
ts=0

(−1)ts(B3)
ts+1

n−1∑
pa=0

(
n(1 + C3)

)tu−ts−1

pa!
∑ts+2

tu=0

(
ts+2
tu

)
Btu

4

Γ(1 + pa + ts − tu). (36)

Similarly, the ergodic rate of private message transfer from the
AP to IoDi can be computed as

εR,pi = E[RR,pi ] =
1

ln 2

∫ ∞

0

Γ

(
n,n

(1+C3)Υ
D3−B6Υ−C4Υ

)
Γ(n)

1 + Υ
dΥ

=
1

ln 2

∞∑
ts=0

(−1)ts(D3)
ts+1

n−1∑
pa=0

(
n(1 + C3)

)tu−ts−1

pa!
∑ts+2

tu=0

(
ts+2
tu

)
Btu

k

Γ(1 + pa + ts − tu), (37)

where Bk = B6 + C4. Replacing (30)−(37), we can readily
compute the overall ergodic rate for the common message εCi

in (23), the overall ergodic rate for the private message εPi in
(28), and, consequently, the overall sum rate εs in (29).

4) Asymptotic Ergodic Sum Rate Performance: To realize
the nature of the ergodic sum rate, all the higher order terms
are neglected for a special case and (32), (35), (36), (37) are
simplified further at high SNR region. The simplified forms
are as follows.

εRC ≈ A1

ln 2

nn−1

C
n+1
2

1 u
1−n
2

1

, (38)

εRP ≈ A6

ln 2

nn−1

C
n+1
2

1 u
1−n
2

1

, (39)

εR,ci ≈
B3

ln 2

1

n(1 + C3)
, (40)

εR,pi
≈ D3

ln 2

1

n(1 + C3)
. (41)

Remark 3: In the derived closed-form expressions in (32),
(35), (36), (37) for any values of n and based on the above
asymptotic expressions for Rayleigh fading, it can be observed
that ergodic sum rate deteriorates with higher CSI errors. The
ergodic rate for perfect channel state information (PCSI) and
PSIC can be obtained as a special case with σR = 0 and
Θi = 0. Specifically, high SNR slopes are found as constants.
It signifies that the scaling rates of the ergodic sum rates are
not affected at high SNR region.

B. Finite Blocklength Analysis

1) Block Error Rate (BLER) Analysis: In this section, we
analyze the reliability of the proposed network in terms of
BLER. It is assumed that each transmission blocklength is
rk channel uses (CUs). The MD transmits ϑ bits during the
transmission of packet ⊔r and the instantaneous coding rate of
the given system is ⊔r = ϑ/rk. The blocklength is assumed
to be larger than 100. The average BLER for the common
message can be computed as [45, Eq. 9]

φ⊓c ≈ E

{
Q

(
R⊓c − ⊔r√

Λ⊓c/rk

)}
, (42)

where ⊓c ∈ {(RC), (R, ci)} and the corresponding R⊓c is
given in (19) and (21), respectively. The symbol of channel
dispersion Λ⊓c =

(
1−1/(1+Υ⊓c)

2
)
(log2 e)

2. Similarly, the
average BLER for the private message is expressed as

φ⊓p ≈ E

{
Q

(
R⊓p − ⊔r√

Λ⊓p/rk

)}
, (43)
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where ⊓p ∈ {(RP ), (R, pi)} and the corresponding R⊓p is
given in (24) and (26), respectively. The symbol of channel
dispersion Λ⊓p =

(
1− 1/(1 + Υ⊓p)

2
)
(log2 e)

2.

Moreover, the Q-function can be approximated in a linear

form, which is expressed as Q

(
R⊓c−⊔r√
Λ⊓c/rk

)
≈ ϕ(⊓c) [46, Eq.

14], [47, Eq. 54] with

ϕ(⊓c) =


1, Υ⊓c ≤ Ξ⊓c,

0.5−∆c
√
rk(Υ⊓c − χ⊓c),

Ξ⊓c ≤ Υ⊓c ≤ µ⊓c,

0, Υ⊓c ≥ µ⊓c,

(44)

where ∆c =
1

2π
√
22⊔r−1

, χ⊓c = 2⊔r −1, Ξ⊓c = χ⊓c− 1
2π

√
rk

,
and µ⊓c = χ⊓c +

1
2π

√
rk

.
By substituting (44) into (42), the average BLER for the

common message can be written as

φ⊓c ≈
∫ ∞

0

ϕ⊓c(X)fΥ⊓c(X)dX, (45)

where fΥ⊓c
(X) is the PDF of Υ⊓c. We can apply integration

by parts as

φ⊓c ≈ ∆c
√
rk

∫ µ⊓c

Ξ⊓c

FΥ⊓c(X)dX. (46)

Similarly, for the private message, we approximate the Q-

function as Q

(
R⊓p−⊔r√
Λ⊓p/rk

)
≈ ϕ(⊓p) with

ϕ(⊓p) =


1, Υ⊓p ≤ Ξ⊓p,

0.5−∆p
√
rk(Υ⊓p − χ⊓p),

Ξ⊓p ≤ Υ⊓p ≤ µ⊓p,

0, Υ⊓p ≥ µ⊓p.

(47)

Using (47), φ⊓p can be written as

φ⊓p ≈ ∆p
√
rk

∫ µ⊓p

Ξ⊓p

FΥ⊓p
(Y )dY, (48)

where ∆p = 1
2π

√
22⊔r−1

, χ⊓p = 2⊔r −1, Ξ⊓p = χ⊓p− 1
2π

√
rk

,
and µ⊓p = χ⊓p +

1
2π

√
rk

.
Following [48], (46) and (48) are possible to compute using

the Riemann integral identity
∫ b

a
m(rs)drs = (b − a)m

(
(a +

b)/2
)
. Therefore, the BLERs in (46) and (48) can be simplified

as

φ⊓c ≈ ∆c
√
rk(µ⊓c − Ξ⊓c)FΥ⊓c

(
(Ξ⊓c + µ⊓c)/2

)
, (49)

φ⊓p ≈ ∆p
√
rk(µ⊓p − Ξ⊓p)FΥ⊓p

(
(Ξ⊓p + µ⊓p)/2

)
. (50)

Now, the BLERs for the common messages (i.e., φRC and
φR,c) and the BLERs for the private messages (i.e.,φRP and
φR,p) can be expressed as

φRC ≈ ∆c
√
rk(µ⊓c − Ξ⊓c)

[
1−

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

pa!(Γn)2

∞∑
tj=0

(
pa
r

)(
pa − r

tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1 (−1)tj

nn+pa+tj−ma−rΓ(ma)
tj !

∑ma+n+r−pa
ti=0 (ma+n+r−pa

ti
)

(
−A2

A1

)ti

∑n+r
pi=0 (

n+r
pi
)(A1)pa−ma−pi (B1−A2)pi(

(Ξ⊓c + µ⊓c)/2
)ti+pa−ma−pi

exp

(
− nu1

g
(
(Ξ⊓c+µ⊓c)/2

))],
(51)

φR,ci ≈ ∆c
√
rk(µ⊓c − Ξ⊓c)

×

[Γ(n, n (1+C3)
(
(Ξ⊓c+µ⊓c)/2

)
B3−B4

(
(Ξ⊓c+µ⊓c)/2

))
Γ(n)

]
, (52)

φRP ≈ ∆p
√
rk(µ⊓p − Ξ⊓p)

[
1−

∑n−1
pa=0

∑pa

r=0

∑pa−r
tk=0

pa!(Γn)2

∞∑
tj=0

(
pa
r

)(
pa − r

tk

)
(n+ r − 1)!Br

1u
pa−r−tk
1 Ctk−ma

1 (−1)tj

nn+pa+tj−ma−rΓ(ma)
tj !

∑ma+n+r−pa
ti=0 (ma+n+r−pa

ti
)

(
−Ak

A6

)ti

∑n+r
pi=0 (

n+r
pi
)(A6)pa−ma−pi (B1−Ak)pi(

(Ξ⊓p + µ⊓p)/2
)ti+pa−ma−pi

exp

(
− nu1

g
(
(Ξ⊓p+µ⊓p)/2

))],
(53)

φR,pi
≈ ∆p

√
rk(µ⊓p − Ξ⊓p)

×

[Γ(n, n (1+C3)
(
(Ξ⊓p+µ⊓p)/2

)
D3−(B6+C4)

(
(Ξ⊓p+µ⊓p)/2

))
Γ(n)

]
, (54)

respectively.
As a result, the total average BLER at the AP for the

common and private messages can be expressed as

φRi = (φRC + φRP )/2. (55)

On the other hand, the total average BLER at any of the
all IoDs for common message and private message can be
expressed as

φDi = (φR,ci + φR,pi
)/2. (56)

Therefore, the overall average BLER of the proposed network
for all IoDs can be expressed as [49]

φN =
1

N

N∑
i=1

(
φRi +

(
1− φRi

)
× φDi

)
. (57)
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2) Asymptotic Analysis of BLER: The expressions in
(51)−(54) are possible to simplify further by considering in
high SNR regime.

Lemma 2. At high SNR, exp(−ς) = 1−ς , Γ(Z, ϱ) ≈ Γ(Z)−
ϱZ

Z , ϱ ≪ 1, Z > 0, and higher order terms are neglected for
a special case. Hence (51)−(54) can be approximated as

φ∞
RC ≈ ∆c

√
rk(µ⊓c − Ξ⊓c)

[
1− n

n−1
2(

C1

A1

)n+1
2

×

(
(Ξ⊓c + µ⊓c)/2

)−n+1
2

(
1− nu1

g
(
(Ξ⊓c + µ⊓c)/2

))], (58)

φ∞
R,ci ≈ ∆c

√
rk(µ⊓c − Ξ⊓c)

×

[
1−

(
n

(1+C3)
(
(Ξ⊓c+µ⊓c)/2

)
B3−B4

(
(Ξ⊓c+µ⊓c)/2

))n

n!

]
, (59)

φ∞
RP ≈ ∆p

√
rk(µ⊓p − Ξ⊓p)

[
1− n

n−1
2(

C1

A6

)n+1
2

×

(
(Ξ⊓p + µ⊓p)/2

)−n+1
2

(
1− nu1

g
(
(Ξ⊓p + µ⊓p)/2

))], (60)

φ∞
R,pi

≈ ∆p
√
rk(µ⊓p − Ξ⊓p)

×

[
1−

(
n

(1+C3)
(
(Ξ⊓p+µ⊓p)/2

)
D3−(B6+C4)

(
(Ξ⊓p+µ⊓p)/2

))n

n!

]
, (61)

respectively.

Remark 4: In the derived expressions, we observe that BLER
performances significantly degrade with higher CSI errors.
Similar to ergodic sum rate, average BLER for PCSI and PSIC
can be computed as a special case with σR = 0 and Θi = 0.
Furthermore, based on (58)−(61), we can conclude that the
BLER at each IoD and overall average BLER in (57) improves
(decreases) by adjusting the Nakagami factor n. At high SNR,
the errors associated with the received transport block at IoDs
are very less, which indicates low BLER. It may be also noted
that the improvement of BLER with n is not significant at very
high SNR region.

3) Goodput Analysis: The goodput is another important
performance metric to quantify the delivery of useful data over
the network per unit of allocated time. The goodput at the AP
can be written as

GRi =
(
1− rlk,i

rk

)
Rct(1−φRC)+

(
1− rlk,i

rk

)
Rpt(1−φRP ),

(62)
where rlk,i = rk − ϑ. Rct and Rpt are the target rates
of common and private messages, respectively. Similarly, the
goodput at IoDi can be written as

GDi =
(
1− rlk,i

rk

)
Rct(1−φR,ci)+

(
1− rlk,i

rk

)
Rpt(1−φR,pi

).

(63)

Fig. 3: OP vs SNR for n = 1, 3, 4, asymptotic n = 3 and N = 2
considering both PSIC-PCSI and ISIC-ICSI.

Using (62) and 63, the achievable total goodput can be
computed as

GDt =
∑N

i=1
(GRi + GDi). (64)

IV. PROBABILITY OF DETECTION ANALYSIS

In this section, we analyze the sensing performance in
terms of the false alarm and detection probabilities. Correct
identification of the target is critical, when it comes to the
sensing function. The existence of the target is determined
by the received power. It is to be assumed that H0 indicates
the null hypothesis, which corresponds to the absence of the
target, while H1 indicates the presence of the target. The two
hypotheses can be expressed as [11]

H0 :
(ĥSR + eSR)ys

(dSR)ν
+
(ĥLI + eLI)

√
ηPSen

(
xCLI + xSLI

)
(dLi)ν

+ nR,

H1 :
(ĥSR + eSR)ys

(dSR)ν
+

(ĥLI + eLI)
√
ηPSen

(
xCLI + xSLI

)
(dLi)ν

+
(ĥRR + eRR)

√
λPSenxR

(dTR)ν
+ nR. (65)

If the received power of the AP is greater than a certain
predefined sensing threshold limit under H0, then the AP
concludes the presence of the target and the wrong conse-
quence can happen. Otherwise, the target is sensed perfectly.
These decisions can be taken from (65) based on the received
power of the AP which follows a complex non-central Chi-
square distribution with random variables having the degree-
of-freedom (DoF) of four under H0 and five under H1. The
false alarm probability can be written as [50], [51], [52]
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TABLE III: Parameter settings

Parameter Value Parameter Value

ν 2 dR1, dR2 3 m, 6 m
dR3, dR4 9 m, 12 m dSR 16 m

dTR 60 m dLi 0.5 m
η 0.001 λ 0.1

σ2
R = σ2

D 0.25 σ2 0.1 µW

PFA = Q2

(√√√√√2
(

|ĥSR|2PMD

dν
SR

+ 2η|ĥLi|2PSen
dν
Li

)
σ2 +

σ2
RPMD

dν
SR

+
2ησ2

RPSen

dν
Li

,

√√√√ 2ϵ

σ2 +
σ2
RPMD

dν
SR

+
2ησ2

RPSen

dν
Li

)
, (66)

where ϵ indicates the predefined sensing threshold limit.
Further, QD(., .) indicates generalized Marcum Q-function
with order D . On the other hand, the detection probability
can be written as [11]

PD = Q 5
2

(√√√√ 2

(
|ĥSR|2PMD

dν
SR

+
2η|ĥLI |2PSen

dν
Li

+
λPSen|hRR|2

dν
TR

)
σ2+

σ2
R

PMD
dν
SR

+
2ησ2

R
PSen

dν
Li

+
λσ2

R
PSen

dν
TR

,√√√√ 2ϵ

σ2 +
σ2
RPMD

dν
SR

+
2ησ2

RPSen

dν
Li

+
λσ2

RPSen

dν
TR

)
. (67)

Remark 5: In (66), the value of the sensing threshold can
be obtained for a given value of PFA and using the same
sensing threshold the detection probability in (67) can be
found. If η and λ increase, the detection probability is affected
accordingly. The performance of the ability to detect a target
is also subject to the degree of the CSI error, indicated by
σ2
R. For appropriate system operation, in general, the false

alarm probability should be less than 10−3. We also note that
the non-integer order of Marcum Q-function in (66) can be
possible to simplify further using [53].

V. NUMERICAL RESULTS

The simulation parameters are given in Table III. Monte-
Carlo simulation is executed to validate the analytical outputs.
The power allocation factors for the common message of the
two-device case are ap = bc = 0.55 and the power allocation
factors for the common message of the four-device case are
ap = 0.6, bc = 0.5. The power allocation factors for private
message at the AP and at the IoDs (i.e., ai and bi for i ∈
{1, ..., N}) are presented in vector forms for N = 4 and 2 are
correspondingly given as A = [0.15, 0.12, 0.09, 0.04]; B =
[0.2, 0.15, 0.09, 0.06] and A = [0.25, 0.2]; B = [0.25, 0.2].
The SIC imperfection vectors at the AP and IoDs for both
N = 4, 2 are correspondingly given as Θ = Φ = 0.35. Υth

C

and Υth
P are considered as −26 dB and −30 dB, respectively.

The transmit power is considered within the range between
−80 to 10 dBW which is reasonable for smart transportation,
smart healthcare, and smart city applications [11].

Fig. 3 illustrates the OPs of different IoDs with respect to
SNR for N = 2 considering both ICSI and PCSI at different

Fig. 4: OP vs SNR for n = 3 and N = 4 considering both PSIC-
PCSI and ISIC-ICSI.

Fig. 5: Ergodic sum rate vs transmit power for n = 3 considering
various conditions of SIC and channel state information (CSI).

values of n = 1, 3, 4. As shown in the figure, the simulation
results are consistent with the corresponding analytical results
in (16), which validate our analysis. Also, the SINRs at the AP
and each device increase with the increasing transmit power
from the MD and the AP. Therefore, the outage performance
of IoDs improves (i.e., decreases) with higher transmit power.
Furthermore, the impacts of both PSIC and ISIC on the system
performance can be quantified. In the figure, as the CSI error
increases, the outage performances of the IoDs also deteriorate
in accordance with applying SIC. Specifically, the performance
of IoD1 is better than IoD2 and the outage performance of
IoD1 is found to be better at n = 4. The asymptotic expression
with n = 3 in (17) also shows a correlation with the simulation
results at high SNR region.

Fig. 4 shows the OP with respect to the SNR for N = 4
considering both PSIC-PCSI and ISIC-ICSI at n = 3. The
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Fig. 6: Ergodic sum rate vs transmit power comparison between
RSMA and NOMA for n = 3 considering both SIC and CSI.

Fig. 7: BLER vs transmit power for n = 3 and N = 2 considering
both SIC and CSI.

performance of IoD1 is the best among all the IoDs present
in the system. Since higher power is allocated to devices for
N = 2 compared to N = 4, the performances of IoD1 and
IoD2 are better for N = 2 compared to N = 4 at n = 3.
About 52% and 35% outage performance gains are obtained
for IoD1 and IoD2, respectively at 40 dB SNR in case of
N = 2 compared to N = 4.

In Fig. 5, we investigate the ergodic sum rate with respect to
transmit power for N = 2 considering various combinations
of SIC and CSI at n = 3. As expected, the sum rate
increases, as the transmit power increases. Moreover, the
ergodic rate performance with perfect channel estimation is
significantly higher compared to that with imperfect channel
estimation. Further, imperfect SIC is also another key factor
causing inappropriate decoding of the private message. The
system performances for both ICSI-PSIC and ICSI-ISIC are

Fig. 8: Goodput vs transmit power for n = 3 and N = 2 considering
both SIC and CSI.

(a) (b)

(c) (d)

Fig. 9: Graphical plot of (a) OP, (b) Ergodic sum rate, (c) Average
BLER, (d) Goodput with respect to the number of IoDs.

considerably worse compared to PCSI-PSIC and PCSI-ISIC.
We observe about 31% performance improvement for PSIC-
PCSI compared to ISIC-ICSI at −20 dBW transmit power.

In Fig. 6, we compare the ergodic sum rate of NOMA and
RSMA techniques for N = 2 considering both PSIC-PCSI
and ISIC-ICSI at n = 3. For NOMA, ap and bc are set as
0, while a1 = b1 = 0.9 and a2 = b2 = 0.1. It is observed
that the performances of both techniques are improved with the
increasing transmit power. The sum rates of the two techniques
are comparable with transmit power below −70 dB. However,
with the transmit power higher than −70 dB, the ergodic rate
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Fig. 10: False alarm probability vs ϵ for n = 3.

Fig. 11: False alarm probability vs transmit power for n = 3.

of RSMA increases much faster compared to NOMA, as the
transmit power increases. We observe that the RSMA-based
system is more robust compared to the NOMA-based system
for both PSIC-PCSI and ISIC-ICSI. About 38% and 96%
performance improvements are found for RSMA in the case
of ISIC compared to NOMA with PSIC and ISIC, respectively
at −20 dBW transmit power.

In Fig. 7, the average BLER for N = 2 is shown considering
various cases of CSI and SIC conditions at n = 3. The BLER
is also improved with the increasing transmit power. Simu-
lation results are perfectly in line with the analytical results.
Due to imperfect CSI and SIC, the system BLER performance
degrades. It is also observed that the early saturation of BLER
is found for more imperfection in CSI and SIC. About 42%
performance improvement is found for PSIC-PCSI compared
to ISIC-ICSI with (Φi = 0.25, σ2

R = 0.25) at −20 dBW
transmit power. The goodput performance is also shown in

Fig. 12: Detection probability vs false alarm probability for n = 3.

Fig. 8 with respect to transmit power. As the goodput is
directly proportional to the complement of BLER, the goodput
increases with increasing transmit power. In the figure, we
observe about 53% performance improvement for PSIC-PCSI
compared to ISIC-ICSI at −20 dBW transmit power.

Fig. 9a, Fig. 9b, Fig. 9c, Fig. 9d exhibit the variations of OP,
ergodic sum rate, BLER and goodput with respect to number
of IoDs. It is clearly seen from the figures that the reliability
in terms of outage probability and BLER deteriorates, and
sum rate along with goodput are improved with the increasing
number of IoDs.

Fig. 10 depicts the false alarm probability with respect to
ϵ for N = 2 and different transmit power of PMD = PSen
at n = 3 and σ2

R = 0.25. The false alarm probability
decreases with the increasing sensing threshold limit following
(66). Because the SINR increases through the enhancement of
PMD, the false alarm probability is upgraded at higher PMD.
At sufficiently high ϵ, the significant variation of the false
alarm probability is observed for a small change of PMD. We
observe almost 98% and 99% degradation in the false alarm
probability at 10 dBm and 5 dBm, respectively, compared to 15
dBm transmit power. Fig. 11 shows the false alarm probability
with respect to transmit power for N = 2 and n = 3 at
a given ϵ as 39.5 dBW. As the channel estimation becomes
more inaccurate, the false alarm probability increases at lower
transmit power. The probability reaches the maximum value
as 1 at 23 dBm transmit power for PCSI. About 43% and 95%
improvements (decrements) of the false alarm probability are
found at σ2

R = 0.15 and σ2
R = 0, respectively compared to

σ2
R = 0.25 at 15 dBm transmit power.
Fig. 12 illustrates the detection probability with respect to

the false alarm probability for N = 2 and n = 3 for given
ϵ = 39.5 dBW. Both probabilities of detection and false alarm
deteriorate with the increase in transmit power for a given
value of ϵ following (66) and (67), respectively. Therefore,
the probability of detection increases with the increasing false
alarm probability. Initially sluggish rate of change of the
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detection probability is found and thereafter the change is
faster with the variation of the false alarm probability with
lower channel estimation error and reverse characteristics are
to be obtained at higher channel estimation error.

VI. CONCLUSIONS

In this paper, we have investigated the RSMA-based ISAC
system in IoT networks with multiple devices for higher
spectral efficiency. We have derived the closed-form expres-
sions of OP, ergodic rate, BLER, goodput over Nakagami
fading channels for an arbitrary number of IoDs and the
expressions of the false alarm and detection probabilities of
the proposed system. For more comprehensive and realistic
performance evaluation, we have considered both infinite and
finite blocklength regimes under imperfect CSI and SIC, the
impacts of which are captured in the derived expressions
of the various performance metrics. The analytical results
have been verified through Monte-Carlo simulations. Further,
we have observed that system performances in terms of the
OP, ergodic sum rate, BLER, and goodput are considerably
degraded by ICSI and ISIC. In addition, the proposed RSMA-
based ISAC provides higher ergodic sum rates compared to
NOMA both in the presence and absence of the CSI and
SIC errors. For the sensing capability, we have shown how
the probabilities of detection and false alarm change under
varying sensing threshold and SNR and, in particular, the
significant performance loss caused by ICSI. Our analytical
and simulation results can provide insights into the design of
the RSMA-based ISAC system under practical impairments.

It is noted that the ISAC system considered in this work can
be used in various applications such as autonomous driving,
vehicle-to-everything (V2X), urban air mobility (UAM), smart
city/home, and healthcare [54]. Further, the third generation
partnership project (3GPP) in [55] defines practical use cases
of the ISAC technology such as intruder detection, UAV
flight trajectory tracing, positioning in factories, public safety
search and rescue, rainfall monitoring, healthcare, and gesture
recognition. In addition, future extensions of this work may
include multi-group multicast channels, multi-cell multi-cast
multiple targets detection, etc. The issue of secure multicast
in ISAC-based networks is also an interesting topic, which can
improve the robustness of the system.
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